Veeam Integration with Data Domain using DDBoost

1. Creating a user on data domain for DDBoost:

IminGEDDVE-01# user add b

2. Enable DDBoost on the data domain system:

3. Create a storage unit for Veeam Backups on the data domain system and assign the DDBoost
user created in previous step:

4. Start the new backup repository wizard on Veeam and click Next:

Mew Backup Repasitory

Name
Type in a narme and description for this backup repositary,

R Marme:
DataDomainBkp|
U Description:
SePTeT Created by VLABNAministratar at T0/26/2077 5:53 P,
Repository

Mount Serser
Rewview

Lpply

Mesxt » Cancel



5. Select the Repository Type as “Deduplicating storage appliance” and click Next:

Type

Mew Backup Repositony

= Chaoose type of backup repository you wwant to create,

Marne %

Type

Server
Repositary
fount Server

R ean

Spply

o

() Microsoft Windows server

hicrosoft Windows server with internal or directly attached storage. Data mover process running
directly on the serser allows for improved backup efficiency, especially over slow links,

() Linux server

Linuz server with internal, directly attached, or rmounted MFS storage, Data mover process running
directly on the server allowes for more efficient backups, especially over slow links,

() Shared folder

CIFS (5hABY share, When backing up over slov links, we recommend thatyou specify a gateuway
server located inthe same site with the shared folder.,

(®) Deduplicating storage appliance

Advanced integration with DELL EMC Data Dormain, ExaGrid and HPE StoreOnce, For basic
integration, use the Shared folder option abowve,

< Prewious MNext = Cancel

Select the Storage as “Dell EMC Data Domain” and click Next:

Mew Backup Repository

Deduplicating Storage

= Specify the deduplication storage appliance you want to add.

Marne

Type

Deduplicating Storage
Server

Repository

tount Server

Rewiew

Apply

(@) DELL EMC Data Domain

DD Boost license, and DD 05 5.5 or later are required, If wour Data Domain storage does not meet
these requirernents, go back and choose the Shared Folder option instead,

() ExaGrid

ExaGrid firrmware version 4.7 or later is required, If wour ExaGrid storage does not meet these
requirernents, go back and choose the Shared Folder option instead.

() HPE StoreOnce

StoreOnce Catalyst license and StoreOnce firmwvare wersion 3.13.1 or later. If your StoreOnce
appliance does not meet these requirerments, go back and choose the Shared Folder option instead,

% Previous Mext = Cancel



7. Enter the data domain FQDN and add the DDBoost username/password under Credentials:

MNew Backup Repository

' DELL EMC Data Domain
=l Specify DELL EMC Data Domain storage name and credentials,

Marme % Type in Data Domain serser name:

ddwe-01wlab.local

Type
th [ Use Fibre Channel (FC) connectivity

Deduplicating Storage DDBoost-over-FC server hame can be found on Data
Managernent > DDBoost = Fibre Channel tab

DELL EMC Data Dornain

Credentials: | 74 boosteeearn (hoostueearn, last edited: | v

Repository

Manage accournts
hount Server

[] Enable DDBoost encryption: Medium
il Gateway server:
Anply ) Automatic selection

| The following server:

LP0 slabulocal (Backup server)

< Previous Mext = Cancel

8. Select the storage unit that was created earlier. Make sure the Advanced Settings are suitable
for Data Domain storage:

MNew Backup Repository

Repository
)— Type in path to the folder where backup files should be stored, and set repasitory load control aptions, Storage Compatibi\ity Settings
—
Mame % Location
Storage unit
Type
ddboost:/fddve-0lab.localveeam-bkp @/ Browse..,
Deduplicating Storage Decompress backup data blocks before storing
ame  Capacity:  530.5GB Populate Wh data is compressed by backup proxy according to the backup job
DELL EMC Data Dornain —] compression settings to minimize LAN traffic, Uncompressing the data befare

Free space: 530.2GB storing allows for achieving better deduplication ratio on most deduplicating

5 storage appliances at the cost of backup performance.
Repository Load contral

Running too rmany concurrent tasks against the same repositony may reduce overall performance,
blount Server R 2 a 3 .
and cause /0 operations to timeout, Control storage device saturation with the following settings:

e Limit maximum concurrent tasks tor 45 5

[] Limit read and write data rates to: - MBS Use per-¥M backup files
Per-wh backup files may improve performance with storage devices benefiting
fram multiple 70 streams. This is the recommended setting when backing up to
deduplicating storage appliances.

Apply

Cancel

Click Advanced to customize repository settings

< Previous Next » Cancel



9. Select the mount server and enable vPower NFS service. Click Next:

New Backup Repositany

Mount Server

= h Specify a server to mount backups to for file-level restores, vPower NFS service allows for running virtual machines directly from
| 1 backup files, enabling advanced functionality such as Instant Wi Recovery, SureBackup and On-Dermand Sandbox,

Marne haimt server:
LPO1 . ab.local (Backup server) W
Type

v }
B e Enable wPower MNFS service on the mount server (recommended)

Specify wPower MFSwrite cache location on the mount server, Make sure the selected volurne has
DELL EMC Data Domain enough free disk space available to store changed disk blocks of instantly recovered Whs,

. Folder: |IC+\ProgramData!\ Veeam) Backup'\Nfs Datastors Browwse..,
Repositary
Mount Sereer

Rewvieur

Lpply

Click Parts to change MFS server and backup mount listener ports Ports...

< Previous Mext » Cancel

10. Review the summary screen and click on apply to create a backup repository:

Mew Backup Repository

Review
=7, Please review the settings, and click Apply to continue,

N

Marme Backup repository properties:

Type Repository type: DELL EMC DataDomain
Mount host: LPO1.vlab.local

Deduplicating Storage Account: boostveeam

DELL EMC Data Domain Backup folder ddboost:ffddve-01.vlab.local:veeam-bkp(@/
Write throughput: Mot limited

R ) Max parallel tasks: 45

Mount Server The following components will be processed on server LPO adab local:

il Transport already exists
Lpply wPower NFS already exists
Mount Server already exists

[] Import existing backups autornatically

< Prewvious Apply Cancel



-“JF}&'W

Mame

Type

Deduplicating Starage
DELL EMEC Data Domain
Repositary

Mount Server

Rewieny

Apply

New Backup Repository

Flease waitwhile backup repositony is created and saved in configuration, This may take a feur minutes..,

Message

Starting infrastructure itern creation job

Discovering installed packages

Registering client LR for package Transport
Registering client LPX for package wPouver MFS
Registering client LPOT for package bount Serser
Discovering installed packages

All required packages have been successfully installed
Detecting server configuration

Reconfiguring wPower MFS service

Creating configuration database records for installed packages
Creating database records for repository

Backup repository has been added successfully

Duration

0:00:1

11. When creating a backup job, it is recommended to select the Compression Level to “Dedupe-
friendly” to achieve better De-Duplication:

ke

Storage

Marme

Wirtual Machines
Storage

Guest Processing
Schedule

Surnmary

——  Specify processing proxy server to be used for source data retrieval, backup rep
m job and custornize advanced job settings if required, Data reduction

Edit Backup Job [Backup Jok 1]

Backup | Maintenance

Advanced Settings

Storage

Motifications

wSphere | Integration

Enable inline data deduplication (recommended)

Backup prosy:

Exclude swap file blocks {recormmended)

Automatic selection

Exclude deleted file blocks {recommended)

Backup repositon:

DataDomainBkp (Created by WLAB\ADministrator at 10

Retention policy

527 GB free of 530 GB

Compression level:

Dedupe-friendly

Scripts

Recommended compression level for deduplicating storage appliances and

Restare points to keep on disk: OB Storage optimization:

[] Configure secondary destinations for this job
Copy backups produced by this job to another back

LAM target

recommend maintaining at least 2 backups of prody

Advanced job settings include backup mode, compress

Encryption

external WAN accelerators,

[] Emable backup file encryption

block size, notification settings, automated post-job act

A 70

< Previous

Sawe As Default

Manage passwords

v

Better deduplication ratio and reduced incrermental backups at the cost of slightly
reduced performance, Recommended for 1Gb Ethernet,

Add...

Cancel



12. Run a test backup job.

Job progress: 10084 1of 14Ms

SURARAARY % DATA, STATUS

Duration: 0:08:39 Processed: 40,0 GB {1008 Success 1
Processing rate: 45 MEB/s Read: 103 GB Warnings: 0
Bottleneck: Source Transferred: 101 GB (1) Errors: Q
THROUGHPUT (ALL TIME)

Speed: 56.6 MB /s

MARE STATUS ACTION DURATI...
|':_'|—_|Windows Guest Success lob started at 10/26/2017 63046 PM
Building s list 00002

WM size: 40.0 GB

Changed block tracking is enabled

Processing Windows Guest 0:0&:20
AllWhs have been queued for processing

Load: Source 9924 = Prowy 34% = Metwork 0% = Target (B4

Primary bottleneck: Source

Job finished at 10/26/2017 £:35:23 PM

Hide Details 0K

13. Create MTREE replication between the source and destination data domains. The destination
MTREE name in our case is /data/coll/veeam-repl.

Veeam Disaster Recovery Testing from DR Data Domain

14. Create MTREE for the fast copy on the DR data domain. We cannot create a storage unit on the
destination MTREE on DR DD as it will be in read only mode (with the MTREE replication
running):




15. Start a fastcopy from the replicated MTREE to the new MTREE created in previous step:

17. Create a repository on the DR datadomain:

New Backup Repository

Mame
Type ina name and description for this backup repositong.

Marne Mame:
DRDataDomainRepo|
Type Description:
SaTver Created by WLABNAdministrator at 105262017 718 PR,
Repository
tount Server %
Rewiew
Apply

Mext = Cancel



18. The process of creating the repository on the DR Veeam is similar. Few things to keep in mind
e Select the fastcopy storage unit that was created.

e Select the option to “Import existing backups automatically”.
Select Folder

Repository Folders:
Gions,

: - 4 Type in path to the
=

=1 veearn-bkp

Marne =1 veearn-repl-fastcopy

Type
»

Deduplicating Storage

Papulate
DELL EMC Data Dormain

Repasitory

uce overall performance,

Maunt Server vith the following settings:

Rewien

Apply

Advanced..,

Mew Folder Cancel Cancel

Mew Backup Repositary

Review
— Flease rewieur the settings, and click Spply to continue,

Mame [:\%ackup repositony properties:

Type Repository type: DELL EMC DataDomain
tount host: LPOd®vlab.local

Deduplicating Storage Account: boostveeam

LIELL EMC Data Domain Backup folder: ddboost:f/ddve-Pvlab.local:veeam-repl-fastcopy @/
Write throughput: Mot limited

RepeelEgy il parallel tasks: 45

S ST The following cornponents will be processed on server LP@devlab local:

Fewieur

Transport already exists
Bpply wPoweer MES already exists
flount Server already exists

Import existing backups automatically
Import guest file system index

< Presious Apply Cancel



19.

Now you should be able to perform a restore from the DR Veeam.

108 NAME T CREATION TIME RESTORE POINTS REPCSITORY
4 &I Backup Job 1 10/26/2017 6:51 PM DRDataDornainRepn
17 Windows Guest 10726/2017 €:52 PM 1

PLATFCRM
Whitweare



